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Abstract
When designing control charts the in-control parameters are unknown, so the control limits have to be estimated using a Phase I reference sample. To evaluate the in-control performance of control charts in the monitoring phase (Phase II), two performance indicators are most commonly used: the average run length (ARL) or the false alarm rate (FAR). However, these quantities will vary across practitioners due to the use of different reference samples in Phase I. This variation is small only for very large amounts of Phase I data, even when the actual distribution of the data is known. In practice, we do not know the distribution of the data, and it has to be estimated, along with its parameters. This means that we have to deal with model error when parametric models are used and stochastic error because we have to estimate the parameters. With these issues in mind, choices have to be made in order to control the performance of control charts. In this paper, we discuss some results with respect to the in-control guaranteed conditional performance of control charts with estimated parameters for parametric and nonparametric methods. We focus on Shewhart, exponentially weighted moving average (EWMA), and cumulative sum (CUSUM) control charts for monitoring the mean when parameters are estimated.
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1 | INTRODUCTION

Statistical process monitoring (SPM) is an area, which provides statistical tools for monitoring data streams, with the goal of detecting changes in the underlying processes. In 1924, Walter A. Shewhart proposed the first statistical tool to address these problems (cf. Shewhart¹). He named it the control chart, which is ‘a form which might be modified from time to time, in order to give at a glance the greatest amount of accurate information’. The control chart is used to...
detect changes in the parameters of the underlying distribution of the process characteristic. Shewhart proposed the well-known control chart based on three-sigma limits as a baseline.

Historically, a fundamental component of SPM research has been the control of the false alarm rate (FAR) and the in-control average run length (ARL), that is, the average of the number of samples that must be taken before the control chart gives a false alarm. Other metrics that reflect the occurrence of false alarms have also been considered. False alarms can lead to unneeded distraction, wasted time and effort, and increased variability. An excessive number of false alarms can lead practitioners to ignore signals from the monitoring method altogether.

The choice of three-sigma limits implies that the FAR equals 0.0027 for normally distributed data with known in-control parameters. The corresponding in-control ARL equals 370.4, because of the relation ARL = 1/FAR. In practice, the in-control parameters $\mu_0$ and $\sigma_0$ of the normal distribution should be estimated based on a Phase I sample, which consists according to the standard procedure of about $m = 20 - 40$ subgroups of about $n = 5$ units each. Most often, the estimator of the mean is the overall sample mean and of the standard deviation the mean of the subgroup ranges. The following two sections describe the results for the EWMA and the CUSUM control charts, respectively. In

In our recommendation, Quesenberry concluded that more samples, compared with the standard advice of $m = 20 - 40$ subgroups of about $n = 5$ units each, are required in order to let the control chart behave on average as if parameters are known. He concluded that around $m = 300$ observations are required when $n = 1$ and around $m = 400/(n - 1)$ subgroups for $n > 1$. Similar recommendations were found in Chen, among others. However, for this recommendation, Quesenberry did not consider the sampling variation between practitioners. Since different practitioners obtain different Phase I samples, their estimates and corresponding control limits will vary. As a consequence, the control chart performance in terms of the FAR or ARL will also vary. This effect is extensively discussed by Saleh et al. and is referred to as sampling or practitioner-to-practitioner variability. This variation becomes less severe when the number of samples and their size increase, but the original sample size suggestions from Quesenberry are not sufficient by a wide margin to guarantee a performance equivalent to that of the known parameters situation. For S² and S control charts, for example, Epprecht et al. concluded that the total sample size requirements are often closer to several thousands instead of several hundreds.

In many situations, the sample size requirements such as indicated in Epprecht et al. may not be feasible. Albers and Kallenberg suggested two criteria for adjusting the control limits. The first they called the bias criterion which focuses on the unconditional RL distribution properties. Conditional on the estimates of the control limits, the conditional RL properties are again geometric with parameter equal to the conditional FAR (CFAR). The properties of the conditional RL distribution for these estimates can then be calculated as a function $g$ of CFAR. For example, the conditional in-control ARL (CARL) is equal to $\text{CARL} = 1/\text{CFAR}$ (i.e., $g(x) = 1/x$). Another option for the function $g$ is the conditional standard deviation of the RL defined by $\text{SDCARL} = \sqrt{1-\text{CFAR}/\text{CFAR}}$ (i.e., $g(x) = \sqrt{1-x/x}$). The unconditional equivalent of these properties is then equal to the expectation of these measures. While it may seem logical to aim for a certain performance in expectation, one should be aware that there could still be a large probability of an unsatisfactory control chart performance for individual practitioners due to practitioner-to-practitioner variation.

When the process is in-control, large FAR values (or low ARL values) are undesirable, as that would mean that the control chart produces many false signals. Thus, the bias criterion aims to adjust the control limits such that the control chart provides a specified in-control RL property (such as the FAR or ARL) in expectation. As an alternative design criterion, Albers and Kallenberg proposed the exceedance probability criterion, which aims to provide a specified minimum in-control performance with a specified large probability by focusing on the conditional performance. In our view, this criterion is much more useful. In this paper, we discuss some results with respect to this criterion because it much better reflects the desired in-control performance of a control chart. It means that for some prespecified threshold $\text{ARL}_0$ and probability $p$, we require $P(\text{CARL} < \text{ARL}_0) = p$ or equivalently $P(\text{CARL} > \text{ARL}_0) = 1 - p$. Note that in practice, we take $p$ to be relatively small, such as 0.05 or 0.1 so that with high probability, we have at least an in-control ARL of $\text{ARL}_0$ for the control chart when we adjust the control limits accordingly. Our paper will be restricted to the Shewhart, exponentially weighted moving average (EWMA) and cumulative sum (CUSUM) control charts for monitoring the mean when parameters are estimated.

This paper is organized as follows. In Section 2, we give an overview of the results obtained for the Shewhart control chart. The following two sections describe the results for the EWMA and the CUSUM control charts, respectively. In

Section 5, we discuss a head to head comparison of the control charts discussed in this paper. In Section 6, we present some other developments in the literature of control charts with estimated parameters. The paper concludes with a summary and some recommendations for further research.

2 | SHEWHART CONTROL CHARTS

Consider the standard Shewhart control chart to monitor the mean of a variable, which uses both a lower control limit (LCL) and an upper control limit (UCL). If we assume normality of the data with in-control process parameters equal to \( \mu_0 \) for the mean and \( \sigma_0 \) for the standard deviation, then the control limits are defined by

\[
UCL = \mu_0 + K \frac{\sigma_0}{\sqrt{n}}
\]

\[
LCL = \mu_0 - K \frac{\sigma_0}{\sqrt{n}},
\]

where \( K \) represents the control limit coefficient (e.g., \( K = 3 \) corresponds to three-sigma limits). In practice, the values of \( \mu_0 \) and \( \sigma_0 \) are unknown and need to be replaced by some estimates \( \hat{\mu}_0 \) and \( \hat{\sigma}_0 \), respectively. This results in the estimated control limits

\[
\hat{UCL} = \hat{\mu}_0 + K \frac{\hat{\sigma}_0}{\sqrt{n}}
\]

\[
\hat{LCL} = \hat{\mu}_0 - K \frac{\hat{\sigma}_0}{\sqrt{n}}.
\]

Many choices of estimators are available, with the overall sample mean being the common estimator for location, and the pooled sample standard deviation and average moving range common estimators for dispersion. If the Phase I sample contains outliers, it can lead to a poor estimation of the in-control process behavior. An approach to address this problem is to use robust estimators, as described in Schoonhoven et al.\textsuperscript{11–13}

As discussed in Section 1, the choice of the control limit constant \( K \) influences the control chart performance. Due to the practitioner-to-practitioner variation, this performance may vary for different practitioners. Albers and Kallenberg\textsuperscript{8–10} provided two criteria that can be used to determine the required adjusted value for \( K \): the bias criterion and the exceedance probability criterion as introduced in Section 1. They also provided solutions to obtain these required values for one-sided control charts based on various Phase I estimators. Both criteria have been adopted by other researchers as well. Results of control limit adjustments for Shewhart type control charts based on the bias criterion can be found in Tsai et al.\textsuperscript{14}, Goedhart et al.\textsuperscript{15} and Diko et al.\textsuperscript{16}.

The exceedance probability criterion has gained much more attention in the recent literature and has been promoted recently by various authors, such as Jones and Steiner,\textsuperscript{17} Gandy and Kvaløy,\textsuperscript{18} Faraz et al.,\textsuperscript{19} Saleh et al.,\textsuperscript{6,20} and Goedhart et al.\textsuperscript{21–24}. When considering a standard Shewhart control chart for individual observations, the exceedance probability criterion leads to a statistical tolerance interval (see e.g., Krishnamoorthy and Mathew\textsuperscript{25}). This property has also been used to develop and compare the methods in Goedhart et al.\textsuperscript{21,23,24} This means that, for many different data distributions, existing tolerance interval literature can be used to provide analytical solutions for the required control limit coefficient in order to match the exceedance probability criterion. Numerical solutions are also available, such as the bootstrap method in Gandy and Kvaløy.\textsuperscript{18} They provided a general bootstrap approach that has been applied to Shewhart, CUSUM, and EWMA control charts, as well as to quite a few other control charts.

Many methods for meeting the exceedance probability criterion are based on the assumption of normally distributed data. For example, it is obvious that the symmetrical control limits considered earlier will not work well for highly skewed data. This means that more general parametric and/or nonparametric methods are required that allow for different kinds of data distributions. However, the most appropriate data distribution is generally unknown and has to be estimated along with its parameters. This issue was discussed by Albers and Kallenberg,\textsuperscript{26} who divided the total
estimation error in two distinct factors: the model error and the stochastic error. The first is caused by incorrect model assumptions, such as distributional form, while the latter is caused by estimation uncertainty and is as such related to the sample size and number of Phase I samples under consideration.

Several possibilities have been considered in the literature to reduce the model error. One example, already mentioned, is to apply for individual observations the statistical tolerance intervals for other distributions (see Krishnamoorthy and Mathew25). Another example is based on the application of the central limit theorem (CLT), as discussed in Huberts et al.27 When considering subgroup averages instead of individual observations, it is expected that the normality assumption is more appropriate. However, the authors show that convergence to normality takes much longer than anticipated for some data distributions, especially when they are highly skewed or heavy tailed. Other parametric alternatives are to consider data transformations such as the ones suggested in Box and Cox28 or Chou et al.29 or to use other general parametric models such as the Pearson system of distributions. However, as shown in Goedhart et al.24, these methods yield similar conclusions as the application of CLT, due to the interest of SPM in using control limits that fall into the far end of the tails of the distribution. To this end, several researchers have considered nonparametric control charts. For such a control chart, the model error vanishes, and the total estimation error is determined by the stochastic error.

For a general literature overview of nonparametric control charts, we refer to Qiu.30 When it comes to the exceedance probability criterion, recall that the tolerance interval literature can be used to construct a nonparametric control chart satisfying this criterion. Such an interval is available from Krishnamoorthy and Mathew.25 However, the downside of this interval is that it is discrete in nature due to the use of order statistics. Because of this, the actual coverage probability of an interval may be much greater than the minimum desired coverage, and the minimum required amount of data may be quite large. Young and Mathew31 provided an alternative method based on interpolated or extrapolated order statistics to circumvent this issue and provided tolerance intervals with a coverage probability closer to the desired value. This theory can be applied to construct nonparametric control charts satisfying the exceedance probability criterion as well, as was done in Goedhart et al.24 A major advantage of nonparametric control charts is that they can be applied to any monitoring statistic of interest, by treating subgroup statistics as individual observations. In that way, the proposed control chart can be applied to X, X-bar, R, and S control charts or even other statistics, regardless of the distribution under consideration.

3 | EWMA CONTROL CHARTS

The EWMA control chart was introduced by Roberts.32 The charting statistic \( W_i \) of the EWMA chart is defined as

\[
W_i = \lambda Y_i + (1 - \lambda) W_{i-1}
\]

where \( 0 < \lambda \leq 1 \) is the weight assigned to \( Y_i \), which is the mean of \( i \)th sample of Phase II. The chart’s initial starting value \( W_0 \) is usually set at \( \mu_0 \), when we use the EWMA control chart for monitoring the mean. Furthermore, note that for \( \lambda = 1 \), the Shewhart control chart is a special case of the EWMA control chart.

In this section, we use the estimators \( \hat{\mu}_0 = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} X_{ij} \), the overall sample mean, and \( \hat{\sigma}_0 = \sqrt{\frac{1}{m} \sum_{i=1}^{m} S_i^2} = S_p \), the pooled standard deviation estimator, where \( S_i^2 \) denotes the variance of the \( i \)th Phase I sample, and \( m \) is the number of samples. Robust estimators are discussed in Zwetsloot et al.33 Among the commonly used estimators for \( \sigma_0 \), the pooled standard deviation estimator can provide the lowest values of the mean squared error (Mahmoud et al.34). In addition in Diko et al.16, the corresponding unbiased version \( \hat{\sigma}_0 = S_p / c_4(m(n-1)+1) \) (see Montgomery2) is equivalent, because, \( m(n-1) \) is typically quite large in our applications, and hence, the constant \( c_4(m(n-1)+1) \) is almost indistinguishable from 1. For simplicity, we use the asymptotic (steady state) control limits:

\[
\mu_0 \pm L \sqrt{\frac{\lambda}{n(2-\lambda)} \hat{\sigma}_0},
\]

where \( L \) is the multiplier.
where \( L \) is the charting constant to be specified. For example, for a given value of \( \lambda \) and a nominal \( ARL_0 \), assuming that the parameters are known, the \( L \) values can be found in Crowder\(^{35} \) or by using the function `xewma.crit(\( \lambda, ARL_0 \), sided = ’two’) from the R-package `spc` (cf. Knoth\(^{36} \)). Often, these parameters-known \( L \) values are used to construct the Phase II EWMA chart when estimated parameters are used in the control limits. It is recognized in the literature (cf. Jensen et al.\(^{37} \)) that this is a problem in the sense of having many more false alarms than nominally expected, particularly when the amount of Phase I data is small to moderately large.

The performance of the EWMA control chart with estimated parameters was first investigated by Jones et al.\(^{38} \), who derived the RL distribution of the chart. They showed that the EWMA chart performance deteriorates substantially when parameters are estimated, particularly with small amounts of Phase I data. The next step was to solve this problem. In Saleh et al.\(^{20} \), the work of Jones et al.\(^{38} \) was extended by evaluating the performance of the EWMA chart with estimated parameters while considering the practitioner-to-practitioner variability using the standard deviation of the ARL (SDARL) metric. Because it has been shown that the standard deviation estimator has a strong effect on control chart performance (Saleh et al.\(^{6} \)), they also evaluated several estimators. The estimator based on the pooled standard deviation turned out to be the best. Regarding the recommendations of the required amount of Phase I data, they suggested to adjust the control limits to guarantee a minimal performance of the in-control ARL value of an EWMA chart. The (conditional) performance metrics were calculated using the Markov chain approach (cf. Brook and Evans\(^{39} \) and Lucas and Saccucci,\(^{40} \) among others).

Quite a few authors have used the SDARL as a metric for determining the necessary amount of Phase I data for control charts with estimated parameters (see e.g., Jones and Steiner,\(^{17} \) Keefe et al.\(^{41} \), Saleh et al.\(^{6} \), and Faraz et al.\(^{19} \)). These studies invariably show that impractically large amounts of Phase I data are needed for a practitioner to have confidence that her/his in-control ARL is near the desired value. This was the reason that Albers and Kallenberg\(^{8-10} \) introduced the exceedance probability criterion to guarantee a minimum performance in terms of the CARL.

Saleh et al.\(^{20} \) used the bootstrap-based design approach of Jones and Steiner\(^{17} \) and Gandy and Kvaløy,\(^{18} \) which was proposed for controlling the probability of the in-control CARL being at least a specified value. Their results show that adjusting the EWMA control limits accordingly can result in a highly skewed in-control CARL distribution. However, such increases in the in-control CARL did not have much of an effect on the out-of-control performance of the chart. In their opinion, this bootstrap design approach is very promising and should be considered while evaluating and comparing control charts.

In Diko et al.\(^{42} \), a different approach was used to guarantee a minimum performance of the conditional in-control ARL. Their method to adjust the control chart limits according to the exceedance probability criterion is a better alternative to parametric bootstrapping. Like the bootstrap method, their method involves, in a different way, simulations to obtain the empirical distribution of the in-control CARL, which is accompanied by a search algorithm for finding the adjusted constant \( L \) in (3.2). However, unlike the bootstrap method, the search algorithm is bounded. This makes the method faster than parametric bootstrapping. Based on their new method, tables and graphs of the adjusted constants were provided over a wide range of chart parameters (cf. Diko et al.\(^{45} \)). This will help with the implementation of the exceedance probability criterion based adjusted charts in practice, since these constants are currently unavailable in SPM textbooks or in computer software programs. An in-control and out-of-control performance evaluation with these adjusted limits for the EWMA control chart was also presented in Diko et al.\(^{42} \) It was shown that the adjusted constants guarantee (with high probability) a specified minimum in-control CARL performance at a marginal cost of worse out-of-control performance. They showed how the in-control and out-of-control performance trade-offs can be done. Moreover, because of a different way that they run the simulations, the method of Diko et al.\(^{42} \) produces more accurate and reliable results compared with the bootstrap method. The bootstrap method results in different adjusted limits with each run and thus the practitioner should run the bootstrap approach say 100 times and average the results (cf. Hu and Castagliola\(^{43} \)).

### 4 CUSUM CONTROL CHARTS

Page\(^{44} \) introduced the CUSUM control chart for monitoring the process mean. The tabular form of the CUSUM chart was developed by Ewan and Kemp.\(^{45} \) Like the EWMA control chart, the CUSUM control chart is also based on past and current information. Due to this feature, CUSUM and EWMA control charts are more efficient to detect small and
moderate sized shifts than Shewhart charts (cf. Hawkins and Wu\cite{46}). The charting statistics of the two-sided CUSUM control chart are given by
\begin{align}
D_i^+ &= \min(0, D_i^- + Y_i - \mu_0 + k^- \sigma_0) \\
D_i^- &= \max(0, D_i^+ + Y_i - \mu_0 - k^+ \sigma_0)
\end{align}

(4.1)

where $D_i^+$ and $D_i^-$ are the starting values, while $k^+$ and $k^-$ are the reference values. The starting values are assumed to be equal to 0. The variable $Y_i$ is the $i$th sample statistic of Phase II. Note that in this case, $Y_i$ may be the mean of sample $i$ or the $i$th individual observation of Phase II. Of course when $Y_i$ is the sample mean, we have to divide $\sigma_0$ by $\sqrt{n}$. The control limits for the two-sided CUSUM chart are given as
\begin{align}
LCL &= -h\sigma_0 \quad \text{and} \quad UCL = h\sigma_0,
\end{align}

(4.2)

where $h$ is the charting constant to be specified. In practice, the parameters $\mu_0$ and $\sigma_0$ have to be estimated based on a Phase I sample. We will use the same estimators for $\mu_0$ and $\sigma_0$ as we have used for the EWMA control chart. When we are using individual observations (i.e., sample size equals 1), then we use the average moving range estimator as the estimator for $\sigma_0$ (cf. Montgomery\cite{2}). Robust estimators are discussed in Nazir et al.\cite{47}.

With these estimates, the monitoring Phase II can start. We assume again that the Phase II data $Y_i$ are normally distributed. Traditionally, the conditional in-control ARL values of CUSUM control charts have been calculated by simulations (cf. Nazir et al.\cite{47}) and Markov Chains (cf. Brook and Evans,\cite{39} Crosier,\cite{48} and Woodall\cite{49}). For the parameters known case, the $h$ values can also be found by specifying ARL$_0$ and $k$ in the function `xcusum.crit(k,ARL0, sided='two')` of the R-package `spc` (cf. Knoth\cite{36}). Note that, for the CUSUM chart there exists an accurate ARL approximation formula (cf. Reynolds,\cite{50} Siegmund\cite{51}). Recently, Jeske\cite{52} presented a modified Siegmund formula for approximating the conditional in-control ARL of the upper one-sided CUSUM chart. In Diko et al.\cite{53}, this formula is extended to the two-sided CUSUM chart, and a comparison was made with the results from the well-known Markov Chain method (cf. Jones et al.\cite{54}). It was shown that the generalization of the Siegmund formula to obtain the CARL for the two-sided CUSUM control chart is very accurate and practical when the CUSUM chart is used to detect small and moderate shifts.

In Saleh et al.\cite{55}, the work of Jones et al.\cite{54} was generalized by evaluating the performance of the CUSUM control chart with estimated parameters, while considering the practitioner-to-practitioner variability using the standard deviation of the conditional in-control ARL metric. This standard deviation indicates the amount of spread of the conditional in-control ARL values around the average of these values. However, a high value could be due to either lower than expected conditional in-control ARL values or due to higher than expected conditional in-control ARL values. Ideally, the number of low ARL values is minimized and the number of high ARL values is maximized. Therefore, in Diko et al.\cite{53} another approach has been used based on the exceedance probability criterion. In Section 3 we have reviewed that in Diko et al.\cite{42} the conditional in-control ARL distribution of the two-sided EWMA chart was approximated by an empirical distribution. This empirical distribution was obtained by generating many Phase I subgroups, calculating the corresponding conditional in-control ARL values by using the Markov Chain method, and then ordering them in ascending order. In Diko et al.\cite{53}, this approach has been adopted for the two-sided CUSUM chart. However, they use the Siegmund formula instead of the Markov Chain method to calculate the conditional in-control ARL values (cf. Siegmund\cite{51}). Once the empirical distribution has been found, its percentiles can be calculated. These percentiles can be used as an upper prediction bound, which can be compared with the nominal ARL$_0$. Recall that ARL$_0$ is the specified value that must be exceeded with high probability $1 - p$, according the exceedance probability criterion. Based on these prediction bounds, it was seen that even more Phase I data are required than previously recommended using the standard deviation criterion in Saleh et al.\cite{55}.

Because unrealistically large amounts of Phase I data are needed for practitioners to be confident of having an in-control ARL value near a specified value, Saleh et al.\cite{55} recommended designing the charts with the bootstrap approach of Jones and Steiner\cite{17} and Gandy and Kvaløy.\cite{18} They illustrated the usefulness of this approach when designing the CUSUM charts to monitor the mean of a process under the assumption of normality. However, because the conditional in-control ARL is controlled to a greater extent than with the standard approach, the chart will be a little slower in detection out-of-control situations. In Diko et al.\cite{53}, a more accurate method is introduced to adjust the control limits according to the exceedance probability criterion. Comprehensive tables of the adjusted charting constants are given to facilitate implementation of the two-sided CUSUM control chart for the mean.
5 | HEAD-TO-HEAD COMPARISON OF CONTROL CHARTS ADJUSTED FOR PARAMETER ESTIMATION

In Sections 2, 3, and 4, we discussed three commonly used types of control charts, namely, the Shewhart, EWMA, and CUSUM control charts. Each of these charts has their own characteristics, which make them more or less applicable to detect certain types of shifts. For example, the Shewhart control chart is better suited to detect large shifts, while the CUSUM and EWMA control charts yield better detection capabilities against small sustained shifts. These aspects increase the demand for comparative studies, where the control chart capabilities are evaluated based on different scenarios. All existing comparisons are under normal theory.

Hawkins and Wu46 performed a comparative study of the CUSUM and EWMA control charts. They found that the CUSUM outperforms the EWMA in the case that the actual shift to be expected is (approximately) known in size. However, their comparison is based on the assumption of known in-control process parameters. In practice, these parameters have to be estimated using a Phase I reference sample. As noted before, different practitioners obtain different Phase I samples, and thus, their parameter estimates will differ, leading to different estimated control limits. The performance of the control chart is then conditional on these obtained estimates. This effect of Phase I estimation has received attention in recent literature.

Zwetsloot and Woodall56 performed a comparative study on the conditional performance of the Shewhart, CUSUM, and EWMA control charts, where they compare the effect of estimation error across these charts. They studied this question by considering both the overall (marginal) as well as the CARL performance. The in-control CARL performance of control charts in Phase II was studied conditioning on the Phase I in-control parameter estimates. The effect of Phase I parameter estimation on control charts is known to be significant. Generally, it can lead to more frequent false alarms and a loss in the ability to detect shifts quickly, as already discussed in our sections on the Shewhart, CUSUM, and EWMA control charts.

Zwetsloot and Woodall56 concluded that the Shewhart chart is greatly affected by estimation error and that the EWMA and CUSUM charts behave quite differently when evaluated on conditional performance. They evaluated and compared the effect of estimation across these three charts by evaluating the conditional in-control performance for all charts pairwise for a specific set of Phase I estimates. Their simulation study showed that the effect of estimated parameters on performance variation is a lot larger for the Shewhart control chart than for the CUSUM or EWMA control charts. However, somewhat unexpectedly, it also shows that the EWMA and CUSUM control charts behave quite differently. The conditional in-control ARL of the CUSUM control chart is generally higher than the conditional in-control ARL of the EWMA control chart. Furthermore, the relative performance depends on the amount of data in Phase I. Their advice to consider the conditional performance further led to the results of Diko et al.57

Diko et al.57 performed a comparative study between these control charts with estimated parameters. Because the exceedance probability criterion provides a specified in-control performance, they focused mainly on the out-of-control detection capability of the control charts. The CARL values for the Shewhart, CUSUM, and EWMA control charts show that the in-control CARL values are in general larger when the mean is estimated more accurately. This is a natural consequence of the control limit adjustments in order to guarantee a minimum in-control ARL with a specified (large) probability, which generally widens the control limits for given Phase I estimates and thus leads to larger ARL values. Note that large in-control CARL values are actually favorable, while for the out-of-control situation, smaller values mean quicker detection on average. If the in-control mean is overestimated in Phase I, detection of increases in the process mean become more difficult to detect. Likewise, underestimation of the in-control mean leads to slower detection of decreases in the process mean.

When considering the results for the Shewhart control chart only, we observe that estimation of the mean has substantially less impact on the CARL than estimation of the standard deviation. This result was also obtained in Zwetsloot and Woodall.56 Note that an overestimation of the mean will increase both the UCL and the LCL, which will increase the in-control probability of the plotting statistic falling below the LCL, but decrease that probability for the UCL. On the other hand, overestimation of the standard deviation increases the value of the UCL and lowers the value of the LCL, thus decreasing the FAR on both sides of the control chart.

The results of the CUSUM and EWMA control charts are quite similar. Compared with the Shewhart control chart, these charts are much more affected by estimation error in the mean. This is especially so for the charts designed to detect small shifts. Without adjustments, small estimation errors can lead to low in-control CARL values due to estimation error (see e.g., Saleh et al.6). In order to correct for this, substantial control limit adjustments are required. When designed to detect small shifts, this required correction is especially large, as small estimation errors would otherwise
quickly be detected as process changes. For CUSUM and EWMA control charts designed for larger shifts, the impact of estimation error of the mean is more similar to that of the Shewhart control charts. We note again that the Shewhart control chart is actually a special case of the EWMA when \( \lambda = 1 \). The impact of estimation error of the standard deviation on the CUSUM and EWMA control charts is quite similar to that of the Shewhart control chart. Overestimation of the standard deviation leads to larger CARL values, both in control and out of control.

In summary, in Diko et al.\(^5^7\), the performance of Shewhart, CUSUM, and EWMA control charts are compared when they are adjusted for parameter estimation. The adjustments are made to provide a specified minimum in-control performance with a specified probability. This is in line with adjustments advocated recently by many authors, in order to reduce the risk of large FARs when parameters are estimated. They found that CUSUM control charts provide the fastest out-of-control detection of sustained shifts for almost all shift sizes and estimation errors. Since the control limit adjustments are designed to control the in-control performance, the out-of-control detection speed is considered the most important aspect in the comparison. The EWMA control chart is only slightly behind the CUSUM chart, while the Shewhart control chart is only able to compete with the other two schemes for very large shifts.

6 | OTHER DEVELOPMENTS

In the previous sections, we discussed some results on Shewhart, EWMA, and CUSUM control charts when one applies the exceedance probability criterion. While many methods are designed for normally distributed data, some of the discussed methods apply a more general setting, for example, through the use of nonparametric estimation. Of course, next to parametric assumptions, other aspects of control chart design can be considered that are potential limitations to the control chart performance.

Many methods are based on the assumption of serially independent data. There are various control chart procedures available that provide adjustments for such data, see, for example, Jensen et al.\(^3^7\). However, little research is done on autocorrelated data in combination with the exceedance probability criterion. One example is Weiss et al.\(^5^8\), who apply the bootstrap procedure of Gandy and Kvaløy\(^1^8\) in an AR(1) setting.

Another decision in the design of a control chart with estimated parameters is whether the parameter estimates should be updated in Phase II or not. Obviously, when more in-control data is available and used for estimations, the estimation uncertainty will decrease. Hawkins\(^5^9\) introduced self-starting control charts, which allow the Phase II monitoring to start based on a relatively small Phase I sample due to such parameter updates. Keefe et al.\(^4^1\) evaluated the conditional in-control performance of such charts. However, a pitfall of such self-starting methods is the possibility of incorporating out-of-control observations into the parameter estimates. Huberts et al.\(^6^0\) investigated the effect of continuously updating control chart limits on the control chart performance under various out-of-control scenarios as well. They find indeed that updating of parameters should be done with caution. To that end, Capizzi and Masarotto\(^6^1\) proposed a new approach to use parameter updates in the setting of the exceedance probability criterion for Shewhart, CUSUM, and EWMA control charts, which is based on a delay in the time to update. This delay reduces the chance of out-of-control observations to be included in the parameter estimates, while still benefitting from more accurate parameter estimates.

The exceedance probability criterion is obviously not the only approach to adjust control charts for parameter estimation, and countless other criteria are imaginable. For example, Albers and Kallenberg\(^9,1^0\) also introduced the bias criterion, which aims to provide a specified control chart performance in expectation. Some other recent ideas on control chart design and evaluation can be found in Testik et al.\(^6^2\), Atalay et al.\(^6^3\), and Woodall and Faltin,\(^6^4\) among others.

7 | SUMMARY AND RECOMMENDATIONS

We strongly encourage practitioners to use the exceedance probability approach, which was introduced by Albers and Kallenberg\(^9,1^0\) in designing control charts. This reduces the rate of occurrence of false alarms with minimal effects on detecting process changes. In recent literature, one may note that a lot of researchers already use this recommendation for alternative situations.

When designing Shewhart control charts with a large amount of Phase I data, we recommend the nonparametric approach of Goedhart et al.\(^2^4\). With smaller amounts of Phase I data, we recommend the approach of Goedhart et al.\(^2^3\).
for normal data or to apply for individual observations the statistical tolerance intervals for other distributions (see Krishnamoorthy and Mathew,\textsuperscript{25}). For designing EWMA and CUSUM control charts for monitoring the mean, we recommend the approaches of Diko et al.\textsuperscript{42,53}, respectively.

We have the following thoughts for future research:

1. Woodall and Faltin\textsuperscript{64} argued that it is important to ensure the practical significance of control chart signals, not just statistical significance. The importance of specified process changes should be specified by the practitioner, not measured in units of the standard error as is the standard in practice. Their approach leads naturally to CUSUM charts with potentially larger reference values. The effect of estimation error in such CUSUM charts with large reference values would be expected to be less than for smaller reference values, but study of this issue is required.

2. It has been shown that estimation error has a significant effect on the conditional performance for profile monitoring methods (see, e.g., Aly et al.\textsuperscript{55}). The exceedance probability criterion has yet to be applied for profile monitoring applications.

3. The method of Goedhart et al.\textsuperscript{24} provides a nonparametric alternative using the exceedance probability criterion for Shewhart control charts. Nonparametric approaches based on this criterion are not yet available for CUSUM and EWMA control charts.

4. The reviews on the effect of estimation error on control chart performance by Jensen et al.\textsuperscript{37} and Psarakis et al.\textsuperscript{66} are out of date due to the extensive amount of recent research on the use of the exceedance probability approach. An updated review of the literature would be useful and help to identify topics that merit investigation.
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